International Journal of Advanced Research ISSN : 2394-2975 (Online)
in Eduation & Technology (IJARET) Vol. 2, Issue 3 (July - Sept. 2015) ISSN : 2394-6814 (Print)

An Alternative Method to Estimate The Unknown Local

Parameter o in Laplace Distribution by Using M.L.E

Mustfa Abduljabbar Jadah

University of Baghdad /College of Administration and Economics -
Dept. of Statistics / Baghdad-IRAQ

Abstract

W. J. Hurley (2009) using a simple induction argument that depends only on knowing the shape of a function of sums of absolute
values to calculate M.L.E , An Alternative method is presented here.
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L. Introduction

W.J. Hurley (2009) in article (An Inductive Approach to calculate dm.= largest of (Zl,’ZZ 2o e T Pm) -
M.L.E ) Depends upon the function shape to determine the M.L.E, "2 #a>x;) s kis#a<x;);m + k = n.
principle agree with Hurley's but it used special technique that if k >m

That is:
shows more results that it couldn't be show in Hurley's; this is
: v P, X, X3, e, Xy @) = — [Ty (e + 0 + T2 (2 — @)
emphasized here

we can write the domain of this function as:
-00<g1<gp....<gm<0<d;<d,...<dp<oo; k > m.
Il. Methodology oGz ST
The double exponential distributionis : wim=0,k) <w(m=1k)<w(m=2k)<- <w(m
Fx) =2 e il o<y, <00 =n—-k,k);k>m.
2 where: w(m , k; @) present @(xq, X5, X3, ..., X &) 3k > m.
& the estimator is:
ifw(m = 0, k), the estimator is @ = d;.
ifw(m = 1,k), the estimator is@ = g .
ifw(m = 2,k), the estimator is@ = g, .

likelihood function of double exponential distribution ( Can
we say the likelihood function is the log of the random
sample function that weight by The double exponential
function or In general it is the log of the random sample
function that weight by The probability distribution

function!?) is i : ’ | |
e genty ifw(m=n—k,k), the estimatoris &=g,_, ; k >m.
if k=m

Inf (x1, %2, X3, s X @) = —nin2 = Bl |x; — o That is !

;@) =—[2F m o, _
Inf(x1, %2, %3, ., Xn; @) + nin2=—3L,[x; — o 0 (xq, X3, X3, e X @) . [Zy=1(YL + @)+ I0,(z — )]
& we can write the domain of this function as:
'°°<91<92---<gm<u<d1<d2...<dk< o, k=m.

. = —-yn L —
%E:lf’uflzc'tjlcgr'lcz;rf rl:l)’e C\f\?ﬁtten gsl?(l)li;ws:a | the estimator isa=h g, + (1- h)d; fora;0<h=<l
P02, X ey Ty @) == [EE O+ 0 + B2 — @) e=m k< m
Where: That is:
) ) X1, Xy Xy ey X @) = — [XK_ +a)+Ym.(z —a)] ;
N e oo e doma o s o a5
(e + o) i< a* e yi= X, -00<g1<gy...<gm<0<d;<d,..<dp<wo; k<m.

we note:
wim,k=0)>wm,k=1)>w(im,k=2)>-
>wim,k=n—m); k<m.
where: w(m , k; &) present @(xq,X5, X3, ..., %n; @); k<m.
& the estimator is:
ifw(m,k = 0), the estimator is & = g,,.

*Since parameter is not equal estimator then the equality has
been deleted .

& we can write the domain of this function as:
-0<g1<gs.....<gm<0<d,<d,....<dp<oo ;k > mork =
mor k < m.

and

g1= smallest of(—=Y1,—V2,= Y3+ »—VL»re+»—Yk) - ifw(m,k = 1), the estimator is & = d;

go=second smallest of (—=Y1,=Y2,=Yz5-es—VLre-»—Yk) - if wim,k = 2), the estimatoris & =d,

9q=q"th smallest of (=y1,~Y2,=Y3s---»— Y15+ >—Yk) - ifw(m,k = n—m), the estimatoris & =d,,_, ; k < m.

Ix= largest Of(_}’1,_}’2,_y3,~~~,_3’L,~~~,_Yk) .
dy= smallest of (21,23,23,. . .,Zj,...Zm) -

d,= second smallest of (24,22,23,..,Zj5--»Zm) -

dp=p"th smallest ofiz,,25,23,...,Zj,...,Zm)
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lil. Conclusions

The maximum likelihood estimator for Laplace distribution to
calculate@ be as follow :

hX(n/) (1— h)X(n/2+1) 5 0< h <1 lffn is even
o=

X(@+1)2) iffn is odd

Because the estimator make the function greatest possible &
{x1,%y, ..., X, /m.l.e above }also estimators but not make

the function greatest possible& @ = x whenn =1 .

And the chart as : Suppose that X;<X;<X3< ... <X_)<

X< Or X;>@ ; —0 <A<

)

Xn-1)< X(n)>
o =X((n+1)2)

[ =X( (n+1)/2—1)a =X((+1)2 +1)
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a =Xy o =X(@n-1)

4 =X1 a =X ()

n is odd number
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