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I. Introduction
In Medical diagnosis, through Magnetic Resonance Images 
Robustness and accuracy of the Prediction algorithms are very 
important, because the result is crucial for treatment of Patients. 
There are many popular classification and clustering algorithms 
used for predicting the diseases from Images. The goal of clustering 
a medical image is to simplify the representation of an image into a 
meaningful image and make it easier to analyze. Several Clustering 
and Classification algorithms are aimed at enhancing the Prediction 
accuracy of diagnosis Process in detecting1 abnormalities such as 
Cancer and white matter lesions from MR Images. Tumor is an 
uncontrolled growth of tissues in any part of the body.
Image mining facilitates the extraction of hidden information, 
image data association, or other patterns not clearly accumulated 
in the images. Image mining is an interdisciplinary effort that 
provides significant application in the domain of machine learning, 
image processing, image retrieval, data mining, database, computer 
vision, and artificial intelligence. Even though there exists growth 
of several applications and techniques in the individual research 
domain mentioned above, research in image mining has to be 
explored and investigated their existing research problems in 
image mining, modern growth in image mining, predominantly,  
image mining frameworks, modern techniques and systems.
 Brain tumor segmentation is an important procedure for early 
tumor diagnosis and radiotherapy planning. The American Brain 
Tumor Association estimates that about 40,900 people will be 
diagnosed with a primary brain tumor  (rate of 14 percentage of 
100,000 people) and 12,900 peoples die due to brain tumor. The 
segmentation technique helps medical image solutions in higher 
frequency and it has more impact on medical image processing. 
The image segmentation process has been used in variety of 
medical problems from identifying born crush to brain tumors. 
All MR images are affected by random noise. The noise comes 
from the stray currents in the detector coil due to the fluctuating 
magnetic fields arising from random ionic currents in the body, or 
the thermal fluctuations in the detector coil itself. When the level 
of noise is significant in an MR image, tissues that are similar 
in contrast could not be delineated effectively, causing errors in 
tissue segmentation.

Fig.1 Affected brain

II. Scope of The Object
MRI Brain image classification and anatomical structure analysis 
are proposed based on, PNN-RBF( Probabilistic Neural  Network- 
Radial Basis Function) for classification. LIPC with additionally 
Spatial Fuzzy clustering for tumor detection and morphological 
Approach in 2D view. Using a probabilistic geometric model of 
sought structures and image registration serves . Tumor consuming 
part is calculated and seed point is fixed automatically then it is 
compared quantitatively and database images are also used to 
compare. Image is divided in to 2 parts then seed point is fixed 
automatically and Volume calculation produces accurate result . 
we used a softmax model to learn the relationship between the 
data distribution and reconstruction error norm. Both synthetic 
data and public available brain tumor image data are used to 
compare with databases. The proposed method was compared with 
other methods by uploading the segmentation results to the online 
evaluation tool. It has three different types they are as follows.

SRM• 
SVM and• 
LAE• 

III. Block Diagram
 Fig.2 shows the project block diagram which has various modules 
to get accurate affected part. For the DWT small changes in 
the input may cause large changes in the wavelet coefficients. 
Furthermore aliasing occurs due to down sampling.
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Fig. 2: Overview of the project

A. Basic DTCWT Algorithm
DWT small changes in the input may cause large changes in 
the wavelet coefficients. Furthermore aliasing occurs due to 
down sampling. Inverse DWT cancels this aliasing provided 
if the wavelet and scaling coefficients are not changed (e.g., 
noise, thresholding). The other disadvantage of DWT is its poor 
directional selectivity (e.g., inability to distinguish between +45° 
and −45° spectral features). These problems of Real DWT can 
be solved using complex wavelets. However, a further problem 
arises in achieving perfect reconstruction for complex wavelet 
decomposition beyond level 1. To overcome this, Kingsbury 
proposed the DT-CWT, which allows perfect reconstruction while 
still providing the other advantages of complex wavelets.
The DT-CWT uses analytic filters to perform the wavelet analysis. 
It uses two Real DWT trees to implement its real (tree a) and 
imaginary (tree b) parts. In order to extend the transform to 
two-dimensional signals, a filter bank is applied separably in all 
dimensions. To compute the 2D DT-CWT of images the pair of 
trees are applied to the rows and then the columns of the image.
2D DT-CWT produces six high-pass sub bands as well as two 
low pass sub bands at each level of decomposition.  L represents 
low pass filters and H represents high pass filters. Each filtering 
operation is followed by a down sampling by two. Six directional 
wavelets of DT-CWT are obtained by taking sum (Ʃ) and difference 
(Δ) of high-pass subbands which have the same pass bands.
As a result wavelets oriented at ±15°, ±45° ve ± 75° are obtained 
as
Denoised image is obtained by performing inverse DT-CWT after 
modifying the wavelet coefficients according to some rules. The 
DT-CWT gives a 4:1 redundancy for 2D images, this redundancy 
allows both shift invariance and good directional sensitivity.

IV. Pre-Processing
Brain MR images are subjected to be corrupted by noise during 
the image transmission and image digitization during the process 
of imaging. Pre-processing is a process to remove these noises 
from the MRI Brain image. The extra-cranial tissues such as bone, 
skin, air, muscles, fat are also removed from the image. It also 
converts the heterogeneous image into homogeneous image. Any 
filter will remove the noise in an image but also will corrupt minute 
details of the image. Also the conventional filters will smoothen 
the image continuously and therefore harden the edges of the 
image. We adopt anisotropic diffusion filter for the pre-processing 
of brain MR images since it removes the noise and also preserves 
the edges. For an image with noise, at the edges, the features get 

blurred. In the area of computer vision, by exploiting the concept of 
visual contexts, one can quickly focus on candidate regions, where 
objects of interest may be found, and then compute additional 
features through the CWT for those regions only. These additional 
features, while not necessary for global regions, are useful in 
accurate detection and recognition of smaller objects. Similarly, 
the CWT may be applied to detect the activated voxels of cortex 
and additionally the temporal independent component analysis 
(tICA) may be utilized to extract the underlying independent 
sources whose number is determined by Bayesian information 
criterion.

Fig.3: Block diagram of 3-level DTCWT 

V. Over View of Clustering
Many clustering algorithms have been introduced in the literature. 
Since clusters can formally be seen as subsets of the data set, one 
possible classification of clustering methods can be according 
to whether the subsets are fuzzy or crisp (hard). Hard clustering 
methods are based on classical set theory, and require that an 
object either does or does not belong to a cluster. Hard clustering 
means partitioning the data into a specified number of mutually 
exclusive subsets. Fuzzy clustering methods, however, allow the 
objects to belong to several clusters simultaneously, with different 
degrees of membership. In many situations, fuzzy clustering is 
more natural than hard clustering. Objects on the boundaries 
between several classes are not forced to fully belong to one of 
the classes, but rather are assigned membership degrees between 
0 and 1 indicating their partial membership. The discrete nature 
of the hard partitioning also causes difficulties with algorithms 
based on analytic functionals, since these functionals are not 
differentiable.

A. Fuzzy c-means clustering
In fuzzy clustering, every point has a degree of belonging to 
clusters, as in fuzzy logic, rather than belonging completely to just 
one cluster. Thus, points on the edge of a cluster, may be in the 
cluster to a lesser degree than points in the center of cluster. An 
overview and comparison of different fuzzy clustering algorithms 
is available. Most analytical fuzzy clustering algorithms (and 
also all the algorithms presented in this chapter) are based on 
optimization of the basic c-means objective function, or some 
modification of it. Hence we start our discussion with presenting 
the fuzzy cmeans functional.  The minimization of the c-means 
functional  represents a nonlinear optimization problem that 
can be solved by using a variety of methods, including iterative 
minimization, simulated annealing or genetic algorithms. The 
most popular method is a simple Picard iteration through the 
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first-order conditions for stationary points , known as the fuzzy 
c-means (FCM) algorithm.

B. Over View of Clustering
Many clustering algorithms have been introduced in the literature. 
Since clusters can formally be seen as subsets of the data set, one 
possible classification of clustering methods can be according 
to whether the subsets are fuzzy or crisp (hard). Hard clustering 
methods are based on classical set theory, and require that an 
object either does or does not belong to a cluster. Hard clustering 
means partitioning the data into a specified number of mutually 
exclusive subsets. Fuzzy clustering methods, however, allow the 
objects to belong to several clusters simultaneously, with different 
degrees of membership. In many situations, fuzzy clustering is 
more natural than hard clustering. Objects on the boundaries 
between several classes are not forced to fully belong to one of 
the classes, but rather are assigned membership degrees between 
0 and 1 indicating their partial membership. The discrete nature 
of the hard partitioning also causes difficulties with algorithms 
based on analytic functionals, since these functionals are not 
differentiable.

C. Fuzzy c-means clustering
In fuzzy clustering, every point has a degree of belonging to 
clusters, as in fuzzy logic, rather than belonging completely to just 
one cluster. Thus, points on the edge of a cluster, may be in the 
cluster to a lesser degree than points in the center of cluster. An 
overview and comparison of different fuzzy clustering algorithms 
is available.
Most analytical fuzzy clustering algorithms (and also all the 
algorithms presented in this chapter) are based on optimization 
of the basic c-means objective function, or some modification 
of it. Hence we start our discussion with presenting the fuzzy 
cmeans functional. 
The minimization of the c-means functional  represents a nonlinear 
optimization problem that can be solved by using a variety of 
methods, including iterative minimization, simulated annealing or 
genetic algorithms. The most popular method is a simple Picard 
iteration through the first-order conditions for stationary points , 
known as the fuzzy c-means (FCM) algorithm.

VI. Simulation Results
Simulation has been performed by using the MATLAB 2013c to 
detect the tumor. Figure 4 shows output of preprocessing image 

  
Fig.4: Output of processing image

Figure 5 shows the applying of DTCWT transform for that brain 
tumor

Fig.5: Applying of DTCWT

VII. Conclusion & Future Work
The proposed algorithm gives a detecting image based on wavelet 
transform by applying Dual tree complex wavelet transform on the 
MRI image. It is a two dimensional wavelet transform is applied 
to the image . A new method to detecting tumor in 3 dimension 
view is future work to find full clear vision.
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